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Abstract

This paper analyzes how business cycle estimates showing deviations from trends have changed over the past 60 years using quarterly GDP data and 52 time series models. According to the SIC statistics, nonlinear models are better than linear models, and in particular, the posterior model probability of BBD_AR(0), UC-FP-0, and BBU_AR(0) is relatively large. Therefore, the cyclical estimate weighted by the posterior model probability of 52 models shows a more asymmetric decrease during economic recession. This multi-model-based weighted average cyclical estimate is also not significantly different from the common factor estimate of DFM using the same models. In addition, since 2000, the unemployment rate or the manufacturing average utilization rate has been more closely correlated with the multi-model-based weighted average cyclical estimate than with the cyclical component of the coincident index or HP and bandpass filter estimates. 
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Ⅰ. Introduction

According to the data from Statistics Korea on the business cycle, as shown in Figure 1, in Korea, the business cycle occurred twelve times from March 1972, when this data was officially released, to the present. In Figure 1, the thin and thick vertical lines represent the trough and peak of the business cycle, respectively. The solid and dotted lines show the business cycle estimates extracted from the seasonally adjusted quarterly real GDP, using the HP filter (Hodrick and Prescott, 1997) and the bandpass filter (Christiano and Fitgerald, 2003), respectively.[footnoteRef:3] The reference cycle day refers to the peak and trough at which phases change in the course of a country’s business cycles. As Statistics Korea recently tentatively set May 2020 as the trough of the twelfth cycle, the eleventh cycle has lasted 86 months since the March 2013 trough, with 54 months of expansion and 32 months of recession. The cyclical amplitude shows the deviation from the trend in real GDP and these cyclical estimates display that the cyclical amplitude has been relatively small since the 1997 currency crisis.  [3:  In Figure 1, since GDP data are used, the economic troughs and economic peaks are indicated by the quarter to which the corresponding month belongs.] 

In macroeconomics, changes in economic activity are categorized into three types: trends, cycles, and seasonal factors. As shown in Figure 1, since data adjusted for seasonal fluctuations are usually used in empirical analysis, the business cycle models mainly focus on how to measure growth and business cycle separately. From a policymaker’s perspective, it is important to distinguish between the two because the policy response to a recent change in output will depend on whether it is a shift in a trend, a low-frequency component of the data, or a temporary change, a high-frequency component. 
When it comes to how to measure a business cycle, the first question is how to define it. The NBER defines a business cycle as a transition between sustained periods of expansion and contraction in economic activity. According to this definition, a business cycle does not occur if there are multiple consecutive years of positive economic growth. An alternative definition is to view all short-term fluctuations as cyclical, regardless of whether they correspond to an overall expansion or contraction. But this definition simply views the analysis of high-frequency changes as cyclical and does not answer the question of why we should pay attention to recessions (see Morley and Piger, 2012).  The last definition is the definition of output gap, which regards a temporary fluctuation in the economy that deviates from the trend as a business cycle, and is arguably the most useful concept of business cycle. 
For example, Orphanides and van Norden (2002) treated output gaps and business cycles as synonymous. Christiano and Fitzerald (2003) also used three frequency bands: 1.5-8 years, 8-20 years, 20-40 years with 1.5-8 years being associated with business cycles or high-frequency elements of data. According to them, business cycle theory focuses primarily on fluctuations between 1.5-8 years, while growth theory is concerned with longer-term trends.
This study intends to examine how to measure the business cycle based on time series models. This discussion starts with the concept of an output gap which is a temporary change in economic activity. Previous studies have shown that when real GDP in the United States is decomposed into trends and cycles based on time series models, the estimated cycles are very different depending on the type of model used. Previous empirical studies used a linear model with symmetric fluctuations around the trend and a nonlinear regime-switching model with asymmetric deviations from the trend, and the estimation results suggest that the latter is more appropriate than the former.
Following the existing literature, I first estimate trends and cycles separately from the Korean GDP using Beverage-Nelson (BN) decomposition, regime dependent steady state (RDSS) approach, and unobserved components (UC) series models. Next, I compare the performance of these models using statistics such as SIC and AIC. I also examine the shape of the model-averaged cyclical estimate obtained by weighted averaging the estimates of individual models with posterior model probabilities. 
In addition, after extracting common factors from the business cycle estimates of linear and nonlinear models using the dynamic factor model (DFM), I look into the extent to which these common factors are closely related to the estimates obtained by the multi-model-based weighted average measurement method. Finally, these results are compared with other variables such as the manufacturing average utilization rate, the money market rate, the unemployment rate, and the cyclical component of the coincident index.
The SIC statistics of the empirical analysis suggest that nonlinear models are superior to linear models, especially BBD_AR(0), a recession depth-based economy recovery model, UC-FP-0, a Friedman’s “plucking” model, and BBU_AR(0), a U-shaped recession model, have relatively high posterior probabilities. Therefore, the cyclical estimates weighted by the posterior model probability of the 52 models show a larger asymmetric decline during recessions. These cyclical estimates are also not significantly different from the common factor estimates of the DFM. Furthermore, it shows that the unemployment rate or the manufacturing average utilization rate since 2000 is more closely correlated with these cyclical estimates than with the cyclical component of the coincident index or with the HP or bandpass filter estimates. 
This study is organized into seven sections. Section II reviews the existing literature on estimating business cycles using BN decomposition, RDSS approach, and UC-based models. Section III introduces nonlinear models consisting of three types of bounceback models such as U-shaped recessions (BBU), V-shaped recessions (BBV), and recovery based on depth (BBD), and two types of UC-FP models, in addition to linear models like AR and UC models. Section IV analyzes the estimation results of linear and nonlinear models. Section Ⅴ examines the weighted average cyclical estimates based on multiple models using the posterior model probabilities as weights. It also analyzes the relationship between these estimates and the common factor cyclical estimates obtained using DFM, and how they correlate with other variables such as the manufacturing average utilization rate. Section Ⅵ discusses the policy implications of the empirical findings. Finally, Section Ⅶ briefly summarizes these findings and concludes. 


Ⅱ. Literature Review
 
Beveridge and Nelson (1981) decomposed time series into permanent and temporary components to measure business cycles. Meanwhile, Morley and Piger (2008) showed that even if the forecasting model was set up correctly, the BN trend was generally not an optimal estimate of the trend when the estimation model had regime switching parameters. The RDSS approach of Morley and Piger (2008) generalized the BN decomposition to provide optimal forecasts when the trend and cycle in question depended on the regime. The RDSS approach simplifies to BN decomposition in the absence of regime switching. 
In the linear UC model literature, Harvey and Jaeger (1993) developed a UC-HP model that matched the HP filter with a smoothing parameter of 1,600, and Morley, Nelson, and Zivot (2003) developed a UC-UR model that allowed correlation between permanent trends and temporary fluctuations by assuming a general variance-covariance matrix for shocks. For nonlinear UC models, Kim and Nelson (1999) developed the UC-FP-0 model, which is an extension of Friedman’s “plucking” model, and Sinclair (2010) presented a UC-FP-UR model that allowed the correlation between permanent and temporary shocks.
Nonlinear models include Hamilton’s (1989) Markov switching model and Kim, Morley, and Piger’s (2005) bounceback models. The Hamilton’s model corresponds to a L-shaped recession, whereas the bounceback models allow for a post-recession recovery phase by assuming a U-shaped recession (BBU), a V-shaped recession (BBV), and a recovery proportional to the previous recession (BBD) (see Morley and Piger, 2012). The Hamilton model assumes that the effect of a regime switch to a recession is completely permanent, while the "plucking" model assumes that it is completely transient. The bounceback model is an intermediate form of the Hamilton model and the "plucking" model, allowing all possibilities of both models. 
Morley and Piger (2012) used linear models such as AR and UC and nonlinear models such as UC-FP and BBD to extract business cycle estimates for individual models. They also derived the model-averaged business cycle by using the approximation of the Bayesian posterior model probability based on the Schwarz statistic as the weight of each individual model, and finally compared it with other variables. 
In this study, the model- averaged business cycle is extracted from a total of 52 linear and nonlinear models using Korea’s real GDP data and the methodology of Morley and Piger (2012). Common factors are also extracted from individual business cycle estimates of these linear and nonlinear models using the DFM of Crucini, Kose, and Otrok (2011), a dimensionality reduction technique. I examine the relationship between the model-based weighted average of the business cycle used in Morley and Piger (2012) and these common factors. Furthermore, I would like to analyze how these cyclical estimates are different from the manufacturing average utilization rate, the money market rate, the unemployment rate, the cyclical component of the coincident index, and the cyclical estimates obtained through the HP filter or the bandpass filter.


Ⅲ. Analysis Model and Estimation Method

1. Linear Models and Estimation Methods 

When  represents the natural logarithm of seasonally adjusted quarterly real GDP, according to the UC-ARMA model, it can be decomposed into a trend and a cycle as follows (Morley, et al., 2003).

                                                                                                                                             (1)

,  ,                                                                                         (2)

,  ,                                                                                        (3)

where and the unobserved trend  is a permanent component of  and is assumed to follow a random walk with mean growth rate . In contrast, the cycle  is an unobserved transitory component of  and is assumed to follow an ARMA(p, q) process. In this case,  if there is a contemporaneous correlation between the permanent shock () and the temporary shock (), and zero otherwise. Since existing studies mainly analyze the case of AR(2) (p=2, q=0), I also consider this case in this section. This UC-AR(2) model can be expressed as the following state-space model by treating trends and cycles as state variables.

Observation Equation: ,                                                                                                       (4)

State Equation: ,                                                                                                (5)

Variance-Covariance Matrix: ,                                                                                   (6)

,   ,   ,   ,   ,     

Three types of UC models are considered in this study: UC-HP, UC-0, and UC-UR. The UC-HP model matches the HP filter with a smoothing parameter of 1,600. The UC-0 model is the case where , which means that permanent and transitory shocks are uncorrelated, while the UC-UR model assumes that they are correlated. The Kalman filter is used to estimate these models and the Kalman filter algorithm is discussed in the nonlinear UC model.
In this section, in addition to the UC-type model, the following linear AR models for  are considered.

                                                                                                                       (7)

where p takes on values between 0 and 12 and the case where the error term  has a t distribution as well as a normal distribution is considered.
BN decomposition is used in this study to distinguish between trends and cycles when a linear model is given. The trend of BN is to exclude deterministic drift from the conditional forecast of a long-term time series, which means that as the forecast horizon grows to infinity, the long-term forecast of the time series is no longer affected by the transient factors present at the current point in time. The BN estimation method for the trend implied by the AR model is as follows (cf. Morley, 2002; Morley and Piger, 2012).

,                                                                                                 (8)

H = (1 0 …, 0),   F= 

, 

where H is a 1×p vector and F is a p×p matrix, which consists of a 1×p parameter vector, (p-1) ×(p-1) identity matrix, and (p-1) ×1 zero vector. 
	
2. Nonlinear Models and Estimation Methods 

As nonlinear UC models, I first consider the version (UC-FP-0) of Kim and Nelson (1999) for Friedman’s “plucking” model and Sinclair (2010) model (UC-FP-UR) that extends it to allow correlation between permanent and transitory shocks. For AR(2) as before, the UC-0 and UC-UR models are extended to nonlinear models by including the regime switching mean  in the cyclical component of Equation (3) as follows.

                                                                                                  (9)

Therefore, in the linear UC model’s equation of state, , whereas in a nonlinear UC model, it changes to  . In Equation (9), the state  shows a low growth phase by assuming . As with the linear UC models, for the nonlinear UC models I only analyze the case where the error term follows a normal distribution.
For the UC model, the Kalman filter is used, and for the nonlinear UC model with regime switching parameters, the Kim (1994) filter, which combines the Hamilton filter for the Markov switching model with the Kalman filter, is used. Under the assumptions that  and  (i, j =1, 2), the Kalman filter algorithm consists of the following prediction and updating processes.

,                                                                                                                (10)

,                                                                                                           (11)

,                                                                                                                 (12)

,                                                                                                                        (13)

,                                                                                                            (14)

,                                                                                                            (15)

where  is an inference about  based on information up to time t-1, and  is an inference about  based on information up to time t.  and  are the MSE matrices of   and , respectively.  is the conditional prediction error for  based on information up to time t-1 and  is the variance of . Prediction in Kalman Filter refers to the process of finding conditional expectation and conditional variance under the assumption that parameter values are given as shown in Equations (10) and (11). Update refers to the process of finding  and  using the values of  and  derived in the previous prediction step as shown in Equations (14) and (15). 
Among the nonlinear AR models, I consider the Markov switching model of Hamilton (1989) and the bounceback model of Kim et al. (2005). The Hamilton model shows an L-shaped recession followed by an eternally low level of economic growth, while the bounceback model allows for  post-recession recovery phases such as U-shaped recessions, V-shaped recessions, and economic recoveries proportional to the amplitude of the recession. These nonlinear models, like the UC models, are represented by AR(2) models with regime switching means that potentially depend on the current and two lagged states.

                                                                                                                      (16)

                                                                                                                   (17)

where  is a Markov state variable with a continuous probability  and . These models make different assumptions about the time-varying mean  as follows.

Hamilton:                                                                                                                        (18)

U-shaped Recessions (BBU):                                                                 (19)

V-shaped Recessions (BBV):                                      (20)

Recession Depth-based Recovery (BBD):                  (21)

where the state  represents the low growth regime by assuming <0 as in the UC model. For the bounceback models, I use n=6 under the assumption that the recovery after a recession lasts up to six quarter as in the literature (e.g., Kim et al., 2005). For nonlinear AR models, I also examine the case where the error term follows a t distribution as well as a normal distribution.
Morley and Piger (2008) showed that if the parameters in Equations (1), (2), and (3) were regime switching, the BN trend was not an optimal estimate of the trend, even if the forward-looking model was set up correctly. Therefore, the RDSS trend for the nonlinear AR model is calculated in the following way. 

           (22)

where ,  ,  , ). The two terms to the right of Equation (22) are calculated similarly to the BN estimate of the trend in Equation (8). The third term is due to nonlinear dynamics. The RDSS approach simplifies to a BN decomposition in the absence of regime switching.


Ⅳ. Estimation Results

The data for  is logarithmic, seasonally adjusted real GDP data (source: Bank of Korea) and the analysis period is from the first quarter of 1960 to the second quarter of 2022 with a sample size of 250. I estimate the models using the maximum likelihood estimation method. If a structural break is assumed to occur in the mean and variance in the first quarter of 1998, the period of the currency crisis, the log likelihood value is much larger than otherwise. Therefore, the discussion is conducted with this estimation result. To test the plausibility of the existence of such a structural break, I first consider the following random walk model.
[bookmark: _Hlk115188728]
                                                                                                                (23)

                                                                                                              (24)

where instead of estimating dummy variables for the period after the first quarter of 1998 in order to account for the structural break occurring in the first quarter of 1998, I estimate the mean ratio () and standard deviation ratio () between two periods, as shown in Equations (23) and (24), respectively.[footnoteRef:4] The estimation results are shown in Table 1. Under the assumption of a normal distribution, the mean (α) and variance () are 2.146 and 4.955, respectively, while  and  are 0.472 and 0.477, respectively, indicating that the mean and standard deviation after the first quarter of 1998 are more than 50% smaller than the mean and standard deviation before the first quarter of 1998. Assuming a t distribution, the estimate of the mean () is slightly larger than that of the normal distribution, while the estimates of other parameters are smaller, and the degree of freedom (df) is 3.753.[footnoteRef:5] The log likelihood values are -480.66 and -466.74 under the assumption of a normal and t distributions, respectively, indicating that the latter is better.  [4:  The assumption that the structural break occurred in the first quarter of 1998 is selected because it has the largest log likelihood value compared to other points in time, such as the fourth quarter of 1997.]  [5:  Even when estimating other models such as AR, the estimation results of mean ratio (), the standard deviation ratio (), and the degree of freedom (df) are not much different.] 

Table 2 shows the log likelihood, AIC, and SIC results for 26 the linear models. When the log likelihood function is estimated using the t distribution rather than the normal distribution, the log likelihood value is found to be greater. The log likelihood value is the highest in the order of the AR(12), AR(11), and AR(10) models, whereas according to the SIC statistic, AR(1), AR(3), and AR(2) models are excellent in the order. For the AIC statistic, AR(3), AR(6), and AR(9) models are excellent in the order. 
Figure 2 shows the business cycle estimates obtained using the linear AR(1), AR(3), AR(6), and AR(12) models. Superscripts 1, 2, and 3 indicate the ranking of the best models in each criterion. The estimated results assuming the t distribution as well as the normal distribution are shown together. Figure 2 also shows the cyclical estimates of UC-0 and UC-UR. The case of UC-HP is also estimated, but due to its very low log likelihood value compared to the other two UC models, it is not discussed further here.[footnoteRef:6] In Figure 2, the vertical lines represent 12 reference cycle days set by Statistics Korea, and the thick and thin vertical lines show the peaks and troughs of the business cycle, respectively, on a quarterly basis. As mentioned earlier, the estimation results are much better when there is a structural break in the mean and variance than when there is not, which is why the estimation results of UC-HP without assuming the existence of a structural break are worse. In Figure 2, the UC models show similar business cycle patterns, as the covariance () estimate of the UC-UR model is close to 0.  [6:  In the UC-HP model, it is not assumed that there is an additional structural break in the trend parameter because the trend parameter follows a random walk and this allows the long-term average growth to vary over time.] 

Table 3 displays the log likelihood values, AIC and SIC statistics from the 26 nonlinear model estimation results. As in the case of linear models, it is found to be better to estimate the log likelihood function using the t distribution than the normal distribution. UC-FP-UR, UC-FP-0, and BBD_AR(2)_t have the highest likelihood values in that order. Superscripts 1, 2, and 3 in Table 3 indicate the ranking of the best models in each criterion. The results of the AIC statistic are also similar. As shown, the nonlinear UC models are the best according to log likelihood value and AIC, but the SIC statistic shows that BBD_AR(0), UC-FP-0, and BBU_AR(0) are excellent in that order. 
Figure 3 displays the cyclical estimates of HAM_AR(2), BBU_AR(0), BBV_AR(0), BBU_AR(0), UC-FP-0, and UC-FP-UR. The low-order AR models show small and symmetric cycles, while the linear UC models show large and symmetric cycles. In contrast, the cyclical estimates of the bounceback model such as BBU, BBV, and BBD display a large and asymmetric appearance. In Figure 3, the bounceback models show similar business cycle patterns. There is little change when the business cycle is well into the expansionary phase, suggesting that most of the movement in output during the expansion is due to a change in trend. However, during the contraction, the cycles in the bounceback model show quite larger fluctuation than in the expansion, so the overall magnitude of temporary changes is not symmetrical between the expansion and contraction. Nonlinear UC models display relatively large and asymmetric cycles compared to linear UC models.


Ⅴ. Comprehensive Business Cycle Analysis

In this section, I would like to examine the business cycle in an integrated manner by extracting both the model-averaged estimates (Morley and Piger, 2012) and the common factor estimates (Crucini et al., 2011) from the business cycle estimates of 52 linear and nonlinear models obtained in the previous section. 

1. Model-Averaged Measure

In order to build up Morley and Piger’s (2012) multi-model based weighted average Bayesian measure of the business cycle, I first calculate the posterior probability that each model is true through a Bayesian approach to model uncertainty, and then weighted average it to each model’s business cycle estimate. The probability-weighted sum () of the business cycle estimate for each model is expressed as follows.

                                                                                                              (25)

where  is an indicator for model , and  is the business cycle estimate for model .  indicates the posterior probability that the model   is true under a given condition of y.[footnoteRef:7] The Bayesian posterior probability is proportional to the marginal likelihood of the model multiplied by the prior model probability as follows. [7:  Bates and Granger (1969) demonstrated that the combined forecasts could be superior to the individual forecasts and Min and Zellner (1993) showed that the expected predictive square error loss was minimized. ] 


                                                                                                        (26)

Since the SIC statistic is a consistent estimate of logarithmic marginal likelihood under fairly general conditions, as in Morley and Piger (2012), the posterior model probability is calculated as follows.

                                                                                                         (27)

Equation (27) shows that the posterior model probability depends not only on the SIC statistic, but also on the prior model probability (). In this study, the same weight is given to the linear and nonlinear models as prior model probability. Because 26 models are considered as the linear and nonlinear models, respectively, a prior weight of 1/52 is used for each model. Table 4 shows the posterior model probabilities calculated using the SIC statistic and a prior weight of 1/52. The posterior model probabilities are the largest in the order of BBD_AR(0), UC-FP-0, and BBU_AR(0), and their posterior model probabilities are 0.336, 0.293, and 0.198, respectively. Meanwhile, the posterior model probabilities of the remaining 49 models are all smaller than 4%.
In Figure 4, the solid line shows the model-averaged cyclical estimates from the second quarter of 1960 to the second quarter of 2022. The trough of the first cycle is March 1972, so the vertical line goes to the first quarter of 1972. Meanwhile, since the provisional peak of the eleventh cycle is September 2017, it is indicated by a thick vertical line in the third quarter of 2017, and the provisional trough of the twelfth cycle is indicated by a vertical line going to the second quarter of 2020. Overall, business cycle estimates are rising during the expansion period from a trough to a peak. However, since the first quarter of 2013, the trough of the eleventh cycle announced by Statistics Korea, the estimate of business cycle has been falling rather than rising.

2. Common Factor Measure Based on DFM 

In addition to the aforementioned measure of Morley and Piger (2012), I would like to extract common factors from the cyclical estimates of linear and nonlinear models using DFM of Crucini, et al. (2011), a dimensionality reduction technique, and then compare the comprehensive business cycle estimates derived from these two measures. The cyclical estimates from the 52 linear and nonlinear models are assumed to consist of three components: a common latent factor that influences all of these estimates, a second latent factor that affects only each of the linear and nonlinear estimates, and an idiosyncratic component that is specific to each of 52 individual estimates. Therefore, all estimates are decomposed as follows.

                                                                                         (28)

where  is a common factor,  is a group factor for each of two linear and nonlinear groups (=1, 2), and  (j=1, …, 52) is idiosyncratic term. Since 26 individual model estimates are used within each linear and nonlinear group,  consists of 52 estimates at time t. The parameters  and  for each factor measure the amount of change in  explained by each factor. The common factor, the group-specific factor, and the idiosyncratic component are assumed to follow autoregressive processes as shown below. 

                                                        (29)

                                                                 (30)

[bookmark: _Hlk135321987]where , k=1, …, K. K is the number of latent factors, which in this study is 3 (1 common factor + 2 group factors). Also,  when i=j and l=0 and 0 otherwise. The error terms  and  are assumed to follow a normal distribution with a mean of zero. I estimate the multifactor model consisting of Equations (28), (29), and (30) using the same Bayesian estimation method as Crucini et al. (2011) or Camacho, Caro, and Lopez-Buenache (2020). Because I estimate a factor model with four lags in the autoregressive process for , , and  using data for two groups of which each consists of 26 cyclical estimates, the number of parameters to be estimated in this model is 416 (52×4+52×4) in Equation (28) and 12 (3×4) in Equation (29), totaling 428. 
In Figure 4, COMMON_52 indicated by a dotted line shows the common factor estimates of the DFM from the second quarter of 1960 to the first quarter of 2022. These estimates of the DFM are estimated over 20,000 iterations using the Bayesian estimation technique described earlier, discarding the first 10,000 and representing the medians of the remaining 10,000.[footnoteRef:8] Figure 4 shows that during crises such as the currency crisis, the global financial crisis, and the COVID-19 pandemic, the cyclical estimates of common factor of the DFM fell largely compared to the weighted average cyclical estimate based on the multiple model, but are not significantly different overall. [8:  Although not shown in Figure 4 to avoid complexity, the 5% and 95% confidence intervals of the DFM estimate are very narrow, indicating that the estimate is highly reliable.   ] 

To summarize, business cycle estimation using weighted averaging or DFM common factors based on multiple models shows that recessions are driven by temporary significant changes in output, while output during expansions is largely determined by movements in the trend.

3. Comparison with Other Variables

In this section, I first compare the model-averaged business cycle estimate and the common factor estimate of the DFM with the manufacturing average utilization rate or the cyclical component of the coincident index. The manufacturing average utilization rate is available from January 1980 to June 2020, so it consists of a total of 510 samples and is reduced to 170 samples when converted to quarterly average data for comparison with quarterly business cycle estimates.
Figure 5 shows the behavior of the four variables from the first quarter of 1980 to the second quarter of 2022. For comparison with other variables, Capacity Utilization indicated by a thick dotted line subtracts the average of the manufacturing average utilization rate from the manufacturing average utilization rate, and Cyclical Component indicated by a thin dotted line subtracts 100 from the cyclical component of the coincident index. It can be seen that the fluctuations in either the manufacturing average utilization rate or the cyclical component of the coincident index are larger than the two business cycle estimates, but the overall upward and downward trends are almost similar. However, between the trough (1993:1) and peak (1996:1) of the sixth cycle, the manufacturing average utilization rate or the cyclical component of the coincident index is rising, while the model-averaged estimate and the DFM’s common factor estimate are falling. In contrast, between the trough (2013:1) and peak (2017:3) of the eleventh cycle, the cyclical component of the coincident index is rising, while the manufacturing average utilization rate, the model-averaged estimate, and the common factor estimate of the DFM are falling. 
Table 5 shows correlation coefficient estimates between the four variables. The correlation coefficient between the model-averaged estimate and the common factor estimate of the DFM during the first quarter of 1980 to the second quarter of 2022, is 0.940. In contrast, the correlation coefficient between the manufacturing average utilization rate (or the cyclical component of the coincident index) and the model-averaged estimate (or the common factor estimate of DFM) is in the range of 0.4 to 0.5. The manufacturing average utilization rate has a higher correlation with the model-averaged estimate (or the DFM’s common factor estimate) than the cyclical component of the coincident index. In the post-crisis period (2000:1 –2022:2), the correlation coefficient between the manufacturing average utilization rate and the estimated common factor of DFM rises to 0.576, while the correlation coefficient between the manufacturing average utilization rate and the cyclical component of coincident index falls to 0.370.
Figure 6 shows the movements of the IMF’s money market rate, the model-averaged cyclical estimate, and the manufacturing average utilization rate. The money market rate is similar to the Bank of Korea’s call rate and is the same as the uncollateralized call rate (all transactions) from the first quarter 1997 to the second quarter of 2022. Prior to the currency crisis, the money market rate moved in the opposite direction to the manufacturing average utilization rate or the model-averaged estimate, while after the currency crisis, it moved in the same direction. In this section, I estimate the correlation coefficients between these variables by period to explore the relationship between these variables in more detail.
Table 6 shows correlation coefficient estimates between MMR, unemployment rate, and other variables. For the entire period (1980:1-2022:2), the money market rate is negatively correlated with the two cyclical estimates or the manufacturing average utilization rate. In the pre-crisis period (1980:1-1997:2), the correlation coefficients between the money market rate and the average manufacturing utilization rate or the common factor estimate of DFM are -0.556 and -0.304, respectively; these negative correlations are larger than in the full period and statistically significant at the 1% level. However, in the post-crisis period (2000:1-2022:2), all of correlation coefficients between them change to positive (+) values. Especially, the correlation coefficient between the money market rate and the manufacturing average utilization rate is 0.587, showing a very large change in the direction of the correlation. Since the manufacturing average utilization rate is one of the main indicators of the economic recession, it is difficult to say that the manufacturing average utilization rate has fallen due to a drop in the money market rate in terms of causality. On the contrary, it is more reasonable to say that the Bank of Korea has cut its policy rate, the money market rate, because the manufacturing average utilization rate has fallen. The question of how much of a positive impact the policy rate cut had on the manufacturing average utilization rate is a topic that needs to be dealt with in more depth.
Figure 7 shows the movements of the seasonally adjusted unemployment rate, the model-averaged estimate, and the manufacturing average utilization rate from the first quarter of 2000 to the second quarter of 2022, which is limited by the unemployment rate data. In Figure 7, we can see that the unemployment rate and the weighted average cyclical estimate or the average manufacturing rate are moving in opposite directions. Estimates of the correlation coefficients between them are shown at the bottom of Table 6. The correlation coefficients between the unemployment rate and the model-averaged estimate or the DFM’s common factor estimate are -0.515 and -0.368, respectively, which are statistically significant at the 1% level. In addition, the correlation coefficients between the unemployment rate and the cyclical component of the coincident index or the manufacturing average utilization rate has a negative correlation of -0.247 and -0.277, respectively, but it is significantly smaller than the correlation coefficient between the unemployment rate and the model-averaged estimate. Meanwhile, although not shown in Table 6, the correlation coefficients between the unemployment rate and the cyclical estimate using the HP filter (smoothing parameter 1,600) or the bandpass filter are -0.178 and -0.059, respectively, which are much smaller than other variables.


Ⅵ. Policy Implications

This paper examines the business cycles based on the Bayesian model-averaged estimate and the DFM’s common factor estimate. The business cycle estimates of these two measures indicate that the business cycle is more asymmetric than that of the HP or the bandpass filter, as shown in Figure 1 and Figure 4. In particular, we can see that the economy contracted more sharply during the early 1980s when political change occurred in South Korea and disinflationary policies were implemented in the United States, during the 1997 currency crisis, during the 2008 global financial crisis, and during the 2020 COVID-19 pandemic than the cyclical component of the coincident index indicates.
According to Statistics Korea’s reference cycle date, the cyclical component of the coincident index rose between the trough (2013:1) and the peak (2017:3) of the eleventh cycle, while the average manufacturing capacity utilization rate fell significantly even after the trough of the eleventh cycle. The business cycle estimates of the model-averaged and the DFM’s common factor measures also declined during this period, but to a lesser extent than the manufacturing average utilization rate. Given that the policy rate has been consistently cut during this period, there is room for debate about the effectiveness of monetary policy along with the debate about the periods of expansion and contraction.
[bookmark: _Hlk135323854]The empirical results of this study show that the unemployment rate has a larger and statistically significant negative correlation with the model-averaged estimate or the manufacturing average utilization rate than with the cyclical component of the coincident index or the cyclical estimate based on HP or bandpass filters. These empirical findings are very meaningful in light of the fact that previous Korean studies have not found a strong causal relationship between the major economic variables and the unemployment rate. These results also suggest that, depending on how the output gap is estimated, Korea may have a stable relationship between the unemployment rate and the output gap as in the U.S. and Europe, as implied by Okun’s law. 


Ⅶ. Summary and Conclusions

[bookmark: _Hlk135323950]This study uses 52 linear and nonlinear time series models to separate trends and cycles in quarterly GDP data from 1960 to recent years, and then examines how these cycle estimates are moving and how they relate to other variables. Linear models include the AR(1) through AR(12) models assuming normal and t distributions, respectively, and the UC-0 and UC-UR models. Nonlinear models include the Hamilton, BBU, BBV, and BBD models that assume normal and t distributions and use 0, 1, and 2 as time lags, respectively, and UC-FP-0 and UC-FP-UR models that assume a normal distribution.
[bookmark: _Hlk135324356][bookmark: _Hlk135324289][bookmark: _Hlk135324214][bookmark: _Hlk135324037]The empirical results show that for the linear models, the estimation results are relatively better when assuming a t-distribution rather than a normal distribution, according to the log-likelihood values or AIC or SIC statistics. However, the nonlinear models are generally superior to the linear models, especially BBD_AR(0), UC-FP-0 and BBU_AR(0) models, which have a large posterior model probability when assuming a normal distribution, according to the SIC statistic. Therefore, the model-averaged estimate weighted by the posterior model probability of the 52 models shows an asymmetrically larger decline during recessions. The model-averaged estimate is also not significantly different from the common factor extracted from the cyclical estimates of the same 52 models using DFM, with a correlation coefficient of 0.940, except during the crisis period. Furthermore, the correlation coefficient estimates show that, in particular, after 2000, the unemployment rate or the average manufacturing capacity utilization rate are much more closely correlated with the multi-model-based weighted average cyclical estimate than with the cyclical component of the coincident index or the business cycle estimates derived from HP and bandpass filters.
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[bookmark: _Hlk132883302]Table 1 Estimation Results for the Random Walk Model
	Distribution
	Mean ()
	Variance ()
	df
	
	

	Normal
	2.146
(0.180)**
	4.955
(0.568) **
	-
	0.472
(0.064) **
	0.477
(0.044) **

	t
	2.210
((0.164) **
	2.852
(0.532) **
	3.753
(1.008) **
	0.462
(0.051) **
	0.408
(0.052) **


Notes: 1) df represents the degree of freedom. 
2)  and  indicate the ratios expressed by  and , respectively. 
3) ** denotes significant at the 1% level. 



























Table 2 Comparison of Log Likelihood Values, AIC and SIC Statistics for Linear Models
	Model
	Log Likelihood Value
	AIC
	SIC

	AR(1)
	-479.01
	-484.01
	-492.80

	AR(2)
	-478.38
	-484.38
	-494.93

	AR(3)
	-475.58
	-482.58
	-494.89

	AR(4)
	-475.58
	-483.58
	-497.65

	AR(5)
	-475.56
	-484.56
	-500.39

	AR(6)
	-474.86
	-484.86
	-502.45

	AR(7)
	-474.77
	-485.77
	-505.12

	AR(8)
	-474.17
	-486.17
	-507.27

	AR(9)
	-473.39
	-486.39
	-509.25

	AR(10)
	-473.33
	-487.33
	-511.95

	AR(11)
	-472.64
	-487.64
	-514.02

	AR(12)
	-472.58
	-488.58
	-516.72

	AR(1)_
	-465.24
	-471.24
	-481.791

	AR(2)_
	-464.89
	-471.89
	-484.203

	AR(3)_
	-461.98
	-469.981
	-484.052

	AR(4)_
	-461.92
	-470.92
	-486.75

	AR(5)_
	-461.53
	-471.53
	-489.12

	AR(6)_
	-459.53
	-470.532
	-489.87

	AR(7)_
	-459.04
	-471.04
	-492.15

	AR(8)_
	-457.95
	-470.95
	-493.81

	AR(9)_
	-456.78
	-470.783
	-495.40

	AR(10)_
	-456.673
	-471.67
	-498.05

	AR(11)_
	-455.662
	-471.66
	-499.80

	AR(12)_
	-455.591
	-472.59
	-502.49

	UC-0
	-470.38
	-477.38
	-489.69

	UC-UR
	-470.38
	-478.38
	-492.45


Notes: 1) AR(p) and AR(p)_t are estimated by the maximum likelihood estimation method under the assumption of normal and t distributions, respectively. 
2) The UC-0 model is the case where , which means that permanent and transitory shocks are uncorrelated, while the UC-UR model assumes that they are correlated. The Kalman filter is used to estimate these models. 
3) Superscripts 1, 2, and 3 indicate the ranking of the best models in each criterion.





Table 3 Comparison of Log Likelihood Values, AIC and SIC Statistics for Nonlinear Models
	Model
	Log Likelihood Value
	AIC
	SIC

	HAM_AR(0)
	-467.03
	-474.03
	-486.34

	HAM_AR(1)
	-465.25
	-473.25
	-487.32

	HAM_AR(2)
	-464.98
	-473.98
	-489.80

	BBU_AR(0)
	-455.04
	-463.04
	-477.113

	BBU_AR(1)
	-455.00
	-464.00
	-479.83

	BBU_AR(2)
	-452.68
	-462.68
	-480.27

	BBV_AR(0)
	-456.90
	-464.90
	-478.97

	BBV_AR(1)
	-456.87
	-465.87
	-481.70

	BBV_AR(2)
	-454.61
	-464.61
	-482.20

	BBD_AR(0)
	-454.51
	-462.51
	-476.581

	BBD_AR(1)
	-454.36
	-463.36
	-479.19

	BBD_AR(2)
	-452.01
	-462.01
	-479.60

	HAM_AR(0)_
	-460.59
	-468.59
	-482.66

	HAM_AR(1)_
	-459.73
	-468.73
	-484.56

	HAM_AR(2)_
	-459.82
	-469.82
	-487.41

	BBU_AR(0)_
	-455.98
	-464.98
	-480.81

	BBU_AR(1)_
	-453.73
	-463.73
	-481.31

	BBU_AR(2)_
	-455.97
	-466.97
	-486.31

	BBV_AR(0)_
	-455.64
	-464.64
	-480.47

	BBV_AR(1)_
	-455.64
	-465.64
	-483.22

	BBV_AR(2)_
	-452.88
	-463.88
	-482.23

	BBD_AR(0)_
	-454.20
	-463.20
	-479.03

	BBD_AR(1)_
	-453.51
	-463.51
	-481.09

	BBD_AR(2)_
	-450.223
	-461.223
	-480.57

	UC-FP-0
	-449.132
	-459.131
	-476.722

	UC-FP-UR
	-449.071
	-460.082
	-479.42


Notes: 1) HAM, BBU, BBV, and BBD correspond to L-shaped, U-shaped, V-shaped, and recession depth-based recovery recessions and are estimated by the maximum likelihood estimation method under the assumption of normal and t distributions, respectively. 
2) The UC-FP-0 is version of Kim and Nelson (1999) for Friedman’s “plucking” model and UC-FP-UR extends it to allow correlation between permanent and transitory shocks. 
3) Superscripts 1, 2, and 3 indicate the ranking of the best models in each criterion.





Table 4 Posterior Model Probability
	Linear Model
	Posterior Model Probability
	Nonlinear Model
	Posterior Model Probability

	AR(1)
	0.000
	HAM_AR(0)
	0.000

	AR(2)
	0.000
	HAM_AR(1)
	0.000

	AR(3)
	0.000
	HAM_AR(2)
	0.000

	AR(4)
	0.000
	BBU_AR(0)
	0.1983

	AR(5)
	0.000
	BBU_AR(1)
	0.013

	AR(6)
	0.000
	BBU_AR(2)
	0.008

	AR(7)
	0.000
	BBV_AR(0)
	0.031

	AR(8)
	0.000
	BBV_AR(1)
	0.002

	AR(9)
	0.000
	BBV_AR(2)
	0.001

	AR(10)
	0.000
	BBD_AR(0)
	0.3361

	AR(11)
	0.000
	BBD_AR(1)
	0.025

	AR(12)
	0.000
	BBD_AR(2)
	0.016

	AR(1)_
	0.002
	HAM_AR(0)_
	0.001

	AR(2)_
	0.000
	HAM_AR(1)_
	0.000

	AR(3)_
	0.000
	HAM_AR(2)_
	0.000

	AR(4)_
	0.000
	BBU_AR(0)_
	0.005

	AR(5)_
	0.000
	BBU_AR(1)_
	0.003

	AR(6)_
	0.000
	BBU_AR(2)_
	0.000

	AR(7)_
	0.000
	BBV_AR(0)_
	0.007

	AR(8)_
	0.000
	BBV_AR(1)_
	0.000

	AR(9)_
	0.000
	BBV_AR(2)_
	0.000

	AR(10)_
	0.000
	BBD_AR(0)_
	0.029

	AR(11)_
	0.000
	BBD_AR(1)_
	0.004

	AR(12)_
	0.000
	BBD_AR(2)_
	0.006

	UC-0
	0.000
	UC-FP-0
	0.2932

	UC-UR
	0.000
	UC-FP-UR
	0.020


[bookmark: _Hlk135321411]Notes: 1) HAM, BBU, BBV, and BBD correspond to L-shaped, U-shaped, V-shaped, and recession depth-based recovery recessions, respectively. UC-0 and UC-UR are extended to UC-FP-0 and UC-FP-UR by including the regime switching mean  in the cyclical component of Equation (3). UC-UR and UC-FP-UR assume that permanent and transitory shocks are correlated.
2) Superscripts 1, 2, and 3 indicate the ranking of the best models in each criterion.
Table 5 Correlation Coefficient Estimates
	Period
	
	MODEL_AVE 
	COMMON_52
	Cyclical
Component
	Capacity 
Utilization

	1980:1
-
2022:2
	MODEL_AVE 
	1.000
	
	
	

	
	COMMON_52
	0.940**
	1.000
	
	

	
	Cyclical
Component 
	0.457**
	0.492**
	1.000
	

	
	Capacity
Utilization
	0.423**
	0.453**
	0.413**
	1.000

	2000:1
-
2022:2
	MODEL_AVE 
	1.000
	
	
	

	
	COMMON_52
	0.889**
	1.000
	
	

	
	Cyclical
Component
	0.498**
	0.608**
	1.000
	

	
	Capacity
Utilization
	0.460**
	0.576**
	0.370**
	1.000


Notes: 1) MODEL_AVE, COMMON_52, Cyclical Component, and Capacity Utilization display the model-averaged estimates, the common factor estimates, the cyclical component of the coincident index, and the manufacturing average utilization rate, respectively.
2) ** denotes significant at the 1% level. 



Table 6 Correlation Coefficient Estimates between MMR, Unemployment Rate, and Other Variables
	
	Period
	MODEL_AVE 
	COMMON_52
	Cyclical
Component 
	Capacity
Utilization

	Money
Market
Rate
(MMR)
	1980:1 - 2022:2
	-0.240**
	-0.141+
	0.043
	-0.256**

	
	1980:1 - 1997:2
	-0.140
	-0.304**
	0.005
	-0.556**

	
	2000:1 - 2022:2
	0.047
	0.295**
	0.292**
	0.587**

	Unemployment Rate
	2000:1 - 2022:2
	-0.515**
	-0.368**
	-0.247*
	-0.277**


Notes: 1) MODEL_AVE, COMMON_52, Cyclical Component, and Capacity Utilization display the model-averaged estimates, the common factor estimates, the cyclical component of the coincident index, and the manufacturing average utilization rate, respectively.
2) **, *, and + denote significant at the 1%, 5%, and 10% levels, respectively. 




Figure 1 HP and Bandpass Filter Estimates
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Notes: 1) The thin and thick vertical lines mark the troughs and peaks of the 12 reference cycles, respectively.
2) The HP filter uses 1,600 and 16,000 as smoothing parameters, respectively, and the bandpass filter uses 1.5 to 8 years as a frequency band.














Figure 2 Business Cycle Estimates in Linear Models

AR(1)                                                                        AR(3)
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                                AR(6)                                                                        AR(12)
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UC-0                                                                         UC-UR
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Notes: 1) The thin and thick vertical lines mark the troughs and peaks of the 12 reference cycles, respectively.
2) The UC-0 model is the case where , which means that permanent and transitory shocks are uncorrelated, while the UC-UR model assumes that they are correlated. 







Figure 3 Business Cycle Estimates in Nonlinear Models

HAM_AR(2)                                                              BBU_AR(0)
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                             BBV_AR(0)                                                              BBD_AR(0)
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UC-FP-0                                                                   UC-FP-UR
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Notes: 1) The thin and thick vertical lines mark the troughs and peaks of the 12 reference cycles, respectively.
2) HAM, BBU, BBV, and BBD correspond to L-shaped, U-shaped, V-shaped, and recession depth-based recovery recessions, respectively. 
3) The UC-FP-0 is version of Kim and Nelson (1999) for Friedman’s “plucking” model and UC-FP-UR extends it to allow correlation between permanent and transitory shocks. 





Figure 4 Model-Averaged Estimates and Common Factor  Estimates
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Notes: 1) The thin and thick vertical lines mark the troughs and peaks of the 12 reference cycles, respectively.
2) MODEL_AVE and COMMON_52 indicates the model-averaged estimate and the common factor estimate, respectively.


Figure 5 Manufacturing Average Utilization Rate and Cyclical Component of Coincident Index
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’80:1          ’84:1         ’88:1         ’92:1         ’96:1           ’00:3  ’02:4               ’08:1      ’11:3                  ’17:3             ’22:2

Notes: 1) The thin and thick vertical lines mark the troughs and peaks of the 10 reference cycles, respectively.
2) Capacity Utilization, MODEL_AVE, COMMON_52, and Cyclical Component display the manufacturing average utilization rate, the model-averaged estimates, the common factor estimates, and the cyclical component of the coincident index, respectively.


Figure 6 Money Market Rate
[image: ]
’80:1          ’84:1         ’88:1         ’92:1         ’96:1           ’00:3  ’02:4               ’08:1      ’11:3                  ’17:3             ’22:2

Notes: 1) The thin and thick vertical lines mark the troughs and peaks of the 10 reference cycles, respectively.
2) Money Market Rate, MODEL_AVE, and Capacity Utilization display the IMF’s money market rate, the model-averaged estimates, and the manufacturing average utilization rate, respectively.


Figure 7 Unemployment Rate	
[image: ]
’00:3          ’02:4                                    ’08:1                     ’11:3                                         ’17:3                                 ’22:1

Notes: 1) The thin and thick vertical lines mark the troughs and peaks of the 5 reference cycles, respectively.
2) Unemployment, MODEL_AVE, and Capacity Utilization display seasonally adjusted unemployment rate, the model-averaged estimates, and the manufacturing average utilization rate, respectively.
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